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A B S T R A C T   

Acute sleep deprivation is a common workplace and lifestyle hazard known to affect physiological and cognitive 
performance. Previous research emphasizes the effect that sleep deprivation has on cognitive performance and 
often correlates changes in physiological parameters to measured performance. One potential problem with this 
approach is that there is some ambiguity about the true physiological response to sleep deprivation as the 
cognitive task employed to elicit some performance measurements may introduce confounds. This work aims to 
supplement previous works by analyzing physiological metrics from the domains of heart rate variability, 
electrodermal activity, and eye tracking across 25 h of continual wakefulness collected during a baseline mea-
surement period that did not include a concurrent cognitive task to identify metrics sensitive, but not necessarily 
specific to, time awake. Of the 78 physiological metrics computed, 31 were shown to be significantly affected by 
time awake according to a Friedman test (α = 0.05). The patterns of the 31 significant metrics were input into an 
unsupervised clustering algorithm, yielding five archetypal patterns of behavior over 25 h of wakefulness. Of the 
five archetypal patterns observed, two were well explained by the Sleep, Activity, Fatigue, and Task Effectiveness 
model of sleep deprivation and effectiveness.   

1. Introduction 

Acute sleep deprivation, defined as a bout of prolonged wakefulness, 
is well-established to decrease cardiovascular health [1–3], decrement 
cognitive performance [4–6], increase risk the of motor vehicle acci-
dents [7–9], and contribute to workplace mishaps [10,11]. Good sleep 
practices would ideally prevent these negative effects [12,13]; however, 
acute sleep deprivation remains a persistent issue, especially considering 
the nature of occupations for which good sleep practices are difficult to 
sustain (e.g., shift workers). In these non-ideal circumstances, efforts to 
prevent these negative outcomes are aimed at developing the ability to 
discern the early signs of acute sleep deprivation and intervene. Non- 
invasive monitoring provides an easy-to-deploy toolset that is capable 
of detecting signs of acute sleep deprivation. For example, in HRV, the 
standard deviation (SD) of interbeat intervals has been shown to in-
crease significantly during 24 h of prolonged wakefulness [14,15], and 
in EDA the time-varying metric of sympathetic activity (TVSymp) has 
correlated with cognitive performance during prolonged wakefulness 
[16,6]. These relationships between these metrics and cognitive per-
formance are useful for estimating the onset of performance decrement. 

The extraction of these physiological metrics is difficult to standardize 
and manage, however. 

Building on our prior work of using non-invasive physiological 
monitoring to predict latent aspects of cognitive performance, the Naval 
Submarine Medical Research Laboratory (NSMRL) has developed and 
compiled a physiological signal processing suite for use in MATLAB 
[17]. At present, this suite processes interbeat interval waveforms (from 
electrocardiogram or photoplethysmography), EDA signals, and gaze 
tracking inputs, with minimal preprocessing, to produce evidence-based 
HRV [18,19], EDA [20–22], and ET [23–25] metrics, respectively. 
Allowing for easy extraction and management of 78 physiological 
metrics (see Appendix A for a breakdown of these extracted metrics). 
This processing suite was developed with the intention of maintaining 
consistency and transparency with the computation of physiologically- 
derived metrics. 

Of particular interest is the relationship among these physiological 
metrics, prolonged wakefulness, and cognitive task performance. Pre-
vious works that have investigated this relationship commonly use 
prolonged wakefulness to drive performance impairment 
[26,27,16,28,29]. Results have indicated that metrics of heart rate 
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variability [14], eye-tracking [29,26,28], and electrodermal activity 
[16] can be used to estimate cognitive task decrement during sleep 
deprivation. A common criticism of these works is the ambiguity as to 
which physiological metrics are sensitive to prolonged wakefulness and 
which are sensitive to other latent factors related to performance 
decrement (e.g., distraction, boredom). Therefore, the ability to infer 
what a physiological metric contributes to a prediction becomes obfus-
cated. For these reasons, the authors believe it is beneficial to explore the 
within-subject variability of physiological metrics during prolonged 
wakefulness in the absence of a concurrent performance-based task. We 
hypothesize that 1) some metrics of HRV, EDA, and ET will be sensitive 
to prolonged wakefulness; 2) sensitive metrics will exhibit common 
patterns during wakefulness that can be sorted into a limited number of 
archetypal clusters; and 3) existing mathematical models of effective-
ness during sleep deprivation can be used discern drivers of these pat-
terns (e.g. time awake, circadian, or both). The objective of this work is 
to examine metrics of HRV, EDA, and ET that are commonly used to 
predict cognitive performance and determine what, if any, aspects of 
prolonged wakefulness make a metric a potent predictor. A long-term 
goal of this work is to understand the sensitivity of these metrics to 
wakefulness in order to better craft models aimed at estimating circa-
dian processes or cognitive performance in general. 

2. Methods 

Data from the physiological dataset analyzed in this paper have been 
previously published; the methods entailed using metrics of face and eye 
tracking to classify immediate performance as “normal” or “impaired” 
(Daley et al., 2020) based on PVT performance. Previously published 
data was collected during the PVT, the data presented here was collected 
during the baseline. 

2.1. Subjects 

Twenty healthy participants (13 male, 7 female; 19–32 years old) 
were recruited from the University of Connecticut (UConn). Subjects 
were compensated for their participation in the study. The study was 
approved by the Institutional Review Board (IRB) of UConn as the IRB of 
record for NSMRL (protocol No. H14-328) in compliance with all 
applicable Federal regulations governing the protection of human sub-
jects. All subjects gave informed written consent in accordance with the 
Declaration of Helsinki. 

2.2. Protocol 

This study used a repeated measures design, with 13 blocks spaced 
by 2 h over 24 h. The day prior to the experimental protocol, each 
participant arrived at the experimental facility and completed practice 
sessions of the task battery; consisting of a psychomotor vigilance task 
(PVT), a series of speaking tasks, and a Multi-Attribute Task Battery II 
administration (MAT-B II). Practice sessions continued until a perfor-
mance plateau was reached. Within 2 h of waking on the day of the 
experiment, participants arrived at the facility with the expectation that 
they would remain onsite for the duration of the 24-hour protocol. For 
each block, participants donned a set of Tobii Pro Eye Tracking glasses 
[30] and calibrated them according to the manufacturer’s instructions. 
Participants also donned Biopac Bionomadix ECG2 and EDA3 sensors, 
with the help of a research assistant. Participants were seated in front of 
a webcam that would record video for facial action coding system 

analysis [31]. Eye tracking, ECG, EDA, and facial action data were 
recorded and time-synchronized using iMotions1 (“iMotions 7.0”). No 
filtering was applied during recording. At the start of each test block a 
minimum of 4 min of baseline measurements—determined to be the 
minimal time-length to collect at least 8 full cycles of the lowest fre-
quency metrics—were collected while the subject was seated at the data 
collection computer and not engaged in any task. To assess the effect of 
prolonged wakefulness on physiological metrics, only the baseline data 
for each time block is used in the analyses of this work. 

2.3. Physiological metrics 

NSMRL has developed a suite of custom MATLAB code for the 
analysis of ET, HRV, and EDA. Facial action data were excluded from 
this analysis as they were thoroughly analyzed in Kong et al. [32] and 
the focus of this analysis was intended for wearable technologies. 78 
total evidence-based physiological metrics were computed from base-
line data. Brief descriptions of the signal processing used to compute 
these metrics are provided in the following sub-sections, and full dia-
grams detailing the analysis of each modality can be found in Appendix 
A. Overall, the suite is intended to be a user-friendly and consistent tool 
for performing physiological signal processing to obtain evidence-based 
metrics for a wide array of applications. 

2.4. Metrics of eye tracking 

Computed metrics of ET were divided into three domains: eyelid- 
closure-based, gaze fixation-based, and gaze velocity-based (See Fig. 2 
in Appendix for analysis diagram). ET data was collected via Tobii pro 
eyeglasses [30] and recorded using iMotions with a sampling rate of 50 
Hz. 

Closures, defined as instances wherein the ET signal was lost due to 
obstruction by the eyelid, are in units of milliseconds. The mean and SD 
of all eye closure durations were computed as metrics, as well as the 
frequency of eye closures, and the maximum closure duration. Closures 
were further divided into blinks (closures less than 100 ms), extended 
closures (closures between 100 and 500 ms), and superextended clo-
sures (closures longer than 500 ms) [23,24]. For each subdivision, the 
mean and SD of the durations, and frequencies were computed as 
metrics. 

Fixations, defined as instances wherein the ET signal exhibited a 
stable location and velocity did not exceed 100 degrees per second [33], 
are in units of milliseconds. The mean and SD of all fixation durations 
were computed as metrics, as well as the frequency of fixations, and the 
maximum fixation duration. Fixations were further divided into express 
fixations (fixations less than 150 ms), normal fixations (fixations be-
tween 150 and 900 ms), and overlong fixations(fixations longer than 
900 ms) [25]. For each subdivision, the mean and SD of the durations, 
and the frequency were computed as metrics. 

Velocity, defined as the differentiation of the original gaze signal, is 
in units of “degrees per second.” The mean and SD of all eye velocity 
were computed as metrics. Following this, eye velocity was further 
divided into: intrafixation velocity, defined as eye velocity during fixa-
tion, and interfixation velocity, defined as eye velocity between fixa-
tions. For both subdivisions, the mean and SDs were computed as 
metrics. 

M.S. Daley et al.                                                                                                                                                                                                                                



Biomedical Signal Processing and Control 74 (2022) 103529

3

2.5. Metrics of heart rate variability via electrocardiogram 

Computed metrics of HRV were divided into two domains: time- and 
frequency-based (See Fig. 3 in Appendix for analysis diagram), and 
metrics were derived from Camm et al. [18] and Sassi et al. [19]. 
Electrocardiogram (ECG) data was collected via Biopac Bionomadix2 

hardware and recorded using iMotions with a sampling rate of 500 Hz. 
The peaks of QRS complexes in the ECG signal were identified using the 
Pan-Tompkins QRS peak identification algorithm [34]. The location of 
peaks was used to create the time-series data of the interbeat intervals 
(also known as ‘NN’ or ‘RR’ intervals). The interbeat intervals were 
resampled to 5 Hz. 

In the time domain analysis, mean, SD, median, maximum, mini-
mum, and range of the interbeat intervals were computed as metrics. 
Next, the derivative of the interbeat intervals was used to determine 
successive differences. The SD, raw count longer than 50 ms, proportion 
longer than 50 ms, and the root-mean-square of successive differences 
were computed as metrics. Lastly, interbeat intervals were converted to 
heart rate; the mean and SD were computed as metrics. 

In the frequency domain, fast Fourier transform (FFT) of the inter-
beat interval time-series was taken to compute the power spectral den-
sity (PSD). The power sums between the ranges of 0 to 0.40 Hz (0 Hz to 
0.04 Hz, 0.04 to 0.15 Hz, and 0.15 to 0.40 Hz) were computed as met-
rics. The ratio of power between the 0.04 to 0.15 Hz and the 0.15 to 0.40 
Hz ranges was computed as a metric. The peak frequencies in the 
aforementioned ranges were computed as metrics. Lastly, the PSD was 
normalized to total power, and the relative powers in the ranges 0 to 
0.04 Hz, 0.04 to 0.15 Hz, and 0.15 to 0.40 Hz were computed as metrics. 

2.6. Metrics of electrodermal activity 

Computed metrics of EDA were divided into three domains: time 
domain, frequency domain–time invariant, and frequency domain–time 
variant (See Fig. 4 in Appendix for analysis diagram) [20]. EDA data was 
collected via Biopac Bionomadix3 hardware and recorded using iMo-
tions with a sampling rate of 500 Hz. 

In the time domain, mean and SD of the raw EDA signal were 
computed as metrics [20]. Skin conductance response (SCR) events were 
identified by detecting peaks in the signal. Mean and SDs of the peaks 
were computed as metrics [22,20]. The rise time of each peak was 
computed as the time between the onset of the SCR and the peak 
amplitude of the SCR [22,20].The mean and SDs of the rise time and 
area under the curve during rise times were computed as metrics [20]. 
Mean and SD of the recovery times, defined as the time between the peak 
of an SCR to 50% the amplitude of the peak, were computed as metrics 
[22]. The area under the curve between the onset and 50% recovery 
were computed as the “total area” of an SCR. The mean and SD of the 
total area were computed as metrics. The general rate of SCR events 
metric was computed as the number of SCRs divided by the total time. 
The mean and SDs of the instantaneous peak-to-peak rate, defined as 
time differences between successive SCRs, were computed as metrics. 

In the time-invariant frequency domain, the FFT of the EDA signal 
was used to compute the PSD of the EDA signal. The power sum and peak 
frequencies in the following ranges were computed as metrics: 0 to 0.16 
Hz, 0.16 to 2.1 Hz, and 0.045 to 0.25 Hz [21,22]. 

In the time-variant frequency domain, the EDA signal was decom-
posed into time–frequency components via variable frequency complex 
demodulation [35]. The power between 0.08 and 0.24 Hz were summed 
together to yield a bandpass filtered signal. The mean and SD of this 
filtered signal were computed as metrics. 

2.7. Statistical analysis 

Each physiological metric was tested for significant differences over 
hours awake via Friedman test [36] (α = 0.05, twotailed). The Friedman 
test was selected in place of a traditional repeated measures ANOVA due 
to preliminary analysis showing that 67 of the 78 metrics computed 
were not normally distributed according to the Anderson-Darling test. 
Due to the exploratory nature of this analysis, the Benjamini-Hochberg 
procedure was used as the alpha correction as it is less conservative 
than the typical Bonferroni correction and thus more appropriate for 
comparing a large number of metrics, albeit at the cost of increased type 
I errors [37]. 

2.8. Unsupervised nonparametric clustering 

Metrics that met the criteria for significance were sorted via unsu-
pervised GM modeling clustering to discern archetypal patterns across 
the 25 h of wakefulness. GM modeling was employed due to the ne-
cessity to identify subgroups with similar patterns of behavior with no 
supervised label [38]. This method of unsupervised clustering is 
accomplished via the expectation–maximization (EM) algorithm, which 
iteratively adjusts the parameters of the gaussian distributions until 
convergence to a maximal likelihood is achieved [39]. Similar to the 
Friedman test, the relative rankings of the metric data are used in place 
of the raw values. GM models using 1 to 10 clusters were fit to the data. 
Since this method of clustering is unsupervised, it is expected that the 
inclusion of more clusters will result in a higher overall likelihood, 
therefore, Akaike information criterion (AIC), a relative score of a 
models likelihood penalized by the number of parameters, was used to 
determine the optimal number of clusters to describe the patterns seen in 
the data [40]. 

2.9. Comparison to SAFTE model components 

The Sleep, Activity, Fatigue, and Task Effectiveness (SAFTE) model is 
a predictive tool for modeling effectiveness during bouts of sleep 
deprivation [41]. This is accomplished by combining equations intended 
to model time-awake and circadian processes. The patterns derived from 
the GM step were compared to the SAFTE model to determine potential 
driving factors. Specifically, the generalized task effectiveness equation 
of SAFTE was used to derive generalized linear, circadian, and combined 
linear-circardian, representing the full SAFTE model, explanatory 
models [42,41]. Each cluster was fit to the set of explanatory models. 
Model fit was evaluated using the R2 metric from the resulting regression 
and the quality of the candidate models were evaluated using AIC 
weightings. 

3. Results 

3.1. Friedman test results 

Of the 78 physiological metrics evaluated, 31 showed significant 
differences as a result of hours awake, after alpha correction. Of those 
31, 16 (of 32) belonged to ET, 11 (of 23) belonged to HRV, and 4 (of 23) 
belonged to EDA. All significant metrics are presented in Table 1, and 
clusters describing behavior during time awake are depicted in Fig. 1. 
Table 2 displays the comparisons of clusters to components of the SAFTE 
model. 
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3.2. Unsupervised clustering analysis 

The best-fit model, carrying approximately 99.85% of the cumula-
tive AIC weight, grouped the data into 5 clusters (Fig. 1). Of the 31 
available metrics, cluster A is composed of 7, cluster B is composed of 6, 
cluster C is composed of 7, cluster D is composed of 6, and cluster E is 
composed of 5. The affiliations between metrics and clusters are listed in 
Table 1 under “Cluster.” 

3.3. SAFTE model comparison 

Table 2 lists the R2 and relative AIC weighting for the fit between 
each cluster and the each explanatory model derived from the SAFTE 
model. Relative model quality is measured by the AIC weighting with 
higher percentages representing higher quality models. Model fit is 
measured by the R2 value between the cluster and the explanatory 
model. The full SAFTE model was the highest quality explanatory model 
for clusters A (R2 = 0.92; AIC Weight = 89.03%), B (R2 = 0.85; AIC 
Weight = 53.53%) and C (R2 = 0.92; AIC Weight = 96.26%). The linear 
component was the highest quality explanatory model for cluster D (R2 

= 0.75; AIC Weight = 83.31%). The circadian component was the 
highest quality explanatory model for cluster E (R2 = 0.60; AIC Weight 
= 80.24%). 

4. Discussion 

In this paper, 78 evidence-based physiological metrics belonging to 
three modalities—ET, HRV, and EDA—were analyzed for their 

sensitivity to prolonged wakefulness. Thirty-one metrics were found to 
have significant differences during prolonged wakefulness based on the 
results of the Friedman test (α = 0.05), and these were further analyzed 
via unsupervised clustering using GM modeling. The purpose of the 
latter analysis was to organize the 31 significant metrics into a smaller 
number of archetypal patterns based on the relative rankings of their 
values (i.e., ranking of lowest to highest values over time), before then 
comparing these pattern clusters the widely used SAFTE model for fit. 

Of the 31 significant physiological metrics, many overlap with 
metrics used to build predictive performance models, including models 
built using this same dataset [26]. For example, many of the current 
metrics were included, among others (e.g., facial tracking metrics), in 
building sets of classification models for determining whether an in-
dividual’s performance was ‘normal’ or ‘impaired’ during this same bout 
of acute sleep deprivation. These metrics include, the mean duration of 
all eye closures (EYE), SD of N–N intervals (HRV), and mean skin 
conductance level (EDA) [26]. One critique of those models is the am-
biguity as to whether the models could be considered sensitive to per-
formance in general, prolonged wakefulness, or a combination of the 
two. The information provided by the current analyses enables us to 
parse apart which metrics included in the classification models were 
indeed sensitive to time awake from which metrics were not, suggesting 
sensitivity to the performance decrement and elucidating the differences 
within metric fluctuations across a period of acute sleep deprivation. 
However, a clear limitation in the presented work is that there is no 
control for factors such as boredom influencing the changes in physio-
logical metrics during prolonged wakefulness. 

Figure 1 shows the results of the cluster analysis, which yielded 5 

Table 1 
Significant metrics as determined by the Friedman tests with Benjamini-Hochberg corrections. For each metric the modality, domain, metricID (corresponding to the 
diagrams in Appendix A), a description, chi-square, p-value, and associated cluster are listed.  

Modality Domain Metric ID Metric Description χ2 p-value Cluster ID 

HRV Time Domain medNN Median of N–N Intervals 54.7 2.0E-07 D 
HRV Freq. Domain sumES Sum of Spectral Power 53.8 2.9E-07 C 
EYE Velocity sigmaAll SD of All Velocity 52.5 5.1E-07 C 
HRV Time Domain sigmaNN SD of N–N Intervals 51 9.5E-07 B 
HRV Time Domain muNN Mean of N–N intervals 49.9 1.5E-06 D 
EYE Velocity muAll Mean of All Eye Velocity 46.3 6.1E-06 B 
HRV Freq. Domain vlfES Very Low Frequency Power 44.6 1.2E-05 E 
HRV Time Domain muHR Mean Heartrate 42 3.3E-05 E 
EYE Velocity sigmaIntrafixation SD of Intrafixation Velocity 39.9 7.5E-05 B 
EDA Time Domain muSCL Mean Skin Conductance Level 38.4 1.3E-04 A 
EYE Fixation muAll Mean Duration of All Eye Fixations 35.6 3.8E-04 A 
EYE Closure muAll Mean Duration of All Eye Closures 34.9 4.9E-04 C 
EYE Closure freqSuperExtended Frequency of Superextended Eye Closures 33.7 7.6E-04 C 
EYE Closure muBlink Mean Duration of Blink Eye Closures 32.8 0.0010 C 
EYE Fixation maxAll Maximum Eye Fixation Duration 32.8 0.0010 A 
HRV Time Domain maxNN Maximum N–N Intervals 32.2 0.0013 C 
HRV Time Domain rangeNN Range of N–N Intervals 31.8 0.0015 B 
HRV Freq. Domain lfES Low Frequency Power 31.4 0.0017 D 
HRV Time Domain sigmaHR SD of Heartrate 31.2 0.0018 E 
EDA Freq. Domain - Time Invariant valHF High Frequency Power 30.8 0.0021 A 
EYE Closure freqExtended Frequency of Extended Eye Closures 30.3 0.0025 D 
EYE Closure freqAll Frequency of All Eye Closures 29.9 0.0029 C 
EDA Time Domain allSCR Mean of All Skin Conductance Response Rates 28.6 0.0046 A 
EYE Closure maxAll Maximum Eye Closure Duration 28.1 0.0054 D 
EYE Fixation sigmaAll SD of All Eye Fixation Durations 27.7 0.0061 A 
EYE Velocity muIntrafixation Mean of Intrafixation Eye Velocity 27.7 0.0062 B 
HRV Freq. Domain hfES High Frequency Power 27.4 0.0067 E 
EDA Freq. Domain - Time Varying muTVSymp Mean of Time-Varying Sympathetic Index 27.3 0.0069 E 
EYE Closure sigmaAll SD of All Eye Closure Durations 26 0.0109 D 
EYE Closure muSuperextended Mean Duration of Superextended Eye Closures 25 0.0147 B 
EYE Fixation sigmaOverlong SD of Overlong Fixation Durations 24.3 0.0187 A  
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Fig. 1. Clusters of physiological metric patterns over 25 h of sleep deprivation. The solid black line represents the mean relative ranking of indices within the cluster, 
the grey shaded area represents the standard error, and the dashed black lines demarcate the minimum and maximum values possible for the relative rankings. The 
affiliations between metrics and clusters are listed in Table 1 under “Cluster.” 
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clusters of behavior during 25 h of prolonged wakefulness. To discern 
the driving factors of the obtained clusters of these metrics, clusters were 
fitted to explanatory models derived from the SAFTE model of cognitive 
effectiveness and fatigue. Each component model was fitted to the five 
individual clusters and evaluated for fit and quality. Clusters A & C have 
a highly correlated fit with the combined components model (R2 = 0.92 
for both models). The combined component model was similarly 
determined to be the highest quality candidate model to explain clusters 
A & C (AIC weights = 89.03% & 96.26%, respectively). Cluster B 
increased over time, similar to cluster C, and exhibited a high correlation 
to the combined components model (R2 = 0.85), however the relative 
AIC weights were near evenly distributed between the linear and com-
bined component explanatory models (46.44% and 52.52%, respec-
tively). This suggests that the metrics that compose clusters A, B, & C are 
strongly influenced by latent circadian processes during prolonged 
wakefulness. The linear component was determined to be the highest 
quality explanatory model for cluster D (AIC weights = 83.31%; R2 =

0.75). This would indicate that time awake is the most potent driver of 
the behavior seen in cluster D, however visual inspection does show that 
cluster D contain some undulating behavior that is perhaps not well 
captured by the full SAFTE model. The metrics that compose cluster D 
are likely affected by prolonged wakefulness and latent circadian pro-
cesses similar to clusters A, B, & C, however the weaker fit between 
explanatory model and cluster makes it more difficult to draw a defin-
itive conclusion. Lastly, the circadian explanatory model was deter-
mined to be the highest quality fit for cluster E (AIC Weight = 80.25%), 
however this is accompanied by a relatively weak regression (R2 =

0.60). Unfortunately, the large undulation exhibited in cluster E appears 
to have a low enough frequency such that it is curtailed by the 25 h data 
collection period. While this makes it unreasonable to draw a conclusion 
about the drivers of the metrics in cluster E, it does highlight the need for 
future work investigating these metrics over longer periods of prolonged 
wakefulness. A clear limitation for drawing conclusions of the effect of 
sleep deprivation on physiological patterns is the absence of data during 
similar time intervals wherein participants were allowed to sleep. Future 
works supporting these efforts should seek to compare how these 
physiological metrics behave during both normal sleep and sleep 
deprivation. 

Performance prediction via non-invasive monitoring is a quickly 
growing field [43,44]. Self-monitoring through personal devices to 
improve sleep quality [45,46], physical performance [47–49], mental 
performance [50], and professional productivity [51] are becoming 
mainstays in how people are using their technologies. ET, HRV, and EDA 
are among the most common modalities for building performance- 
predictive models based on physiology and indeed are some of the 
most prevalent in commercially-available personal monitoring devices. 

In this work we have presented a novel use of unsupervised clus-
tering to identify archetypal patterns of physiological metrics during 
prolonged wakefulness across multiple modalities. This was done to 
allow patterns of behavior to be identified in an emergent fashion that 

relies solely on the strength of their similarities and is free from outside 
bias. Additionally, we have analyzed the fit of these archetypal patterns 
to components comprising the SAFTE model to identify potential latent 
drivers of the observed patterns of physiological behaviors (i.e. Time, 
Circadian Rhythm, or both). The major contribution of this work is the 
contribution to the current body of knowledge on the effects of pro-
longed wakefulness on these physiological metrics. Specifically, 
grouping metrics across differing modalities based on similar patterns 
and drivers of those patterns. The expected impact of this work is to 
highlight which metrics are likely sensitive to circadian influences and 
hours awake, which can better inform model development. For example, 
in developing a system that estimates circadian alignment based on non- 
invasive physiological metrics, the metrics in clusters A & C are likely 
strong candidates, so a developer could choose to compute the mean 
duration of eye fixations if they have an eye tracker or the mean skin 
conductance level if they have a electrodermal activity system. Overall, 
the results presented in this paper contribute to better understanding the 
impact of prolonged wakefulness and circadian processes on these 
physiological metrics. 
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Appendix:. Signal processing diagrams 

. 

Table 2 
R2 and Relative AIC weightings (%) of explanatory SAFTE component models fit 
to clusters.   

Linear Component Circadian Component Combined  

R2 AIC R2 AIC R2 AIC 

Cluster A  0.80  10.95%  0.61  0.02%  0.92  89.03% 
Cluster B  0.71  46.44%  0.31  0.02%  0.85  53.53% 
Cluster C  0.76  3.66%  0.68  0.08%  0.92  96.26% 
Cluster D  0.75  83.31%  0.37  0.03%  0.83  16.67% 
Cluster E  0.04  1.99%  0.60  80.24%  0.63  17.77%  
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Fig. 3. ECG signal processing diagram. Blue boxes represent intermediate steps of the data. Green boxes represent processing steps (e.g. “mean” or “standard de-
viation”). Yellow ovals represent the discrete metrics/features yielded from this process. This diagram is intended to be a visual accompaniment of the “Metrics of 
Heart Rate Variability vis Electrocardiogram” section under Methods. 

Fig. 2. Eye tracking signal processing diagram. Blue boxes represent intermediate steps of the data. Green boxes represent processing steps (e.g. “mean” or “standard 
deviation”). Yellow ovals represent the discrete metrics/features yielded from this process. This diagram is intended to be a visual accompaniment of the “Metrics of 
Eye Tracking” section under Methods. 
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